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ABSTRACT
The development of the fashion industry has increased the demand
for customised and meticulously designed clothes. This poses a
challenge to fashion designers who need to create novel clothing
designs based on the requirements specified by the customers. This
work presents a generative adversarial network (GAN) based text-
to-image synthesis model for fabricating intricate Indian apparel
designs. We introduce an architecture that strategically combines
multiple trained GAN models for a streamlined text-to-image gen-
eration. Existing fashion datasets with elaborate image descriptions
cater to western fashion only. We have extracted traditional Indian
images like kurtis, kurtas, etc., and then combined with an existing
dataset to create an Indian Fashion dataset of around 16000 images
with their corresponding text descriptions. On carrying out elab-
orate testing on our dataset we have achieved good visual results
that can capture the details given in the text descriptions.

CCS CONCEPTS
• Computing methodologies → Ensemble methods; Neural net-
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Figure 1: Vastr-GAN can generate realistic images of Indian
apparel, given a texual query

1 INTRODUCTION
India is a multicultural country with varied traditions and rituals
which introduces diversity in our clothing style. There are numer-
ous factors such as geographical location, social standard, age and
culture which impact Indian fashion. Creativity in fashion wear
is an amalgamation of various factors like colour combination,
relevance to trends, and style. Therefore, it is a tedious task for
designers to design according to customised demands.

One way to generate novel designs is via a textual input de-
scription fed to a generator of a Generative Adversarial Network
(GANs) [2, 13, 14] . GANs are now being usedwidely to produce rele-
vant output images based on an input pictorial and/or textual query.
The basic framework of Vastr-GAN, as shown in Figure 1 demon-
strates the text-to-image synthesis pipeline. The fashion industry
is one sector that could primarily benefit from the effectiveness of
GANs. One of the most recent techniques for text-to-image syn-
thesis is DF-GAN [10]. It has shown significant results in terms of
the realistic quality and resolution of the output image for the CUB
Dataset [12]. Hence, for our work we have used DF-GAN baseline
implementation.

Clothes commonly worn in India range from casual wear like
t-shirts and shirts to traditional Indian attire, which includes kurtas
and kurtis. For the purpose of dealing with diversity in the data,
we trained multiple GAN models on different parts of the dataset.
However, the final output is only one of these images, selected on
the basis of the resemblance of the image to the category desired by
the user. For the purpose of choosing one final output, we classified
the synthesized images from each of these GAN models using an
object detection classifier. Here, we have used the classifier to find
the confidence scores of each image for the category of clothes
desired. Since we have strategically combined different models
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trained on different parts of the dataset, we have termed it as an
ensemble-like approach. The output of this ensemble framework is
the image which most accurately resembles the class specified by
the user, as shown in Figure 2.

Figure 2: Complete Framework including Ensemble Ap-
proach

We have curated a novel Indian fashion dataset with elaborate
text descriptions that can potentially be used in future works rele-
vant to Indian fashion. To the best of our knowledge, Vastr-GAN
is the first such implementation that allows the addition of new
classes in the dataset without retraining the GAN on the entire
dataset from scratch. The newly added classes can be trained sep-
arately on the GAN and using the object detection classifier, we
get a single output image from multiple models. Our work can be
extended to other imbalanced and/or diverse datasets as well. The
results obtained from our model have distinctive features and are
consistent with the given textual description. We evaluated our
results using Frechet Inception Distance (FID) and obtained an FID
score of 55.9 on our dataset. 1

2 RELATEDWORK
We have described the work related to our paper in two significant
domains below - text to image generation using GANs for different
datasets and creating an Indian Fashion dataset [2, 7, 11].

Generating semantically consistent, photo-realistic images us-
ing textual descriptions is a popular research problem. Recently,
GANs are being deployed as a means of solving this task. Reed et
al. [8] uses GANs to generate 64*64 images according to the textual
features but this method lacks intricate details and image clarity.
StackGAN [14] uses two stages with multiple discriminator and
generator blocks due to which the final output is dependent on the
intermediate layers, which makes the model inefficient as noise gets
accumulated at each stage. The work by Hao Dong et al. [1] uses
a source image along with a target text description. It generates
images that match the textual description and the output features
are consistent with the input image. However, the resolution of the
output image is highly compromised.

1Link to Github repository : https://github.com/Dhruvi-Lodhavia/Vastr-GAN.git

We now discuss previously done work related to Indian fashion.
The Atlas dataset [11] consists of 186,150 images for clothing tax-
onomy but the dataset is imbalanced and does not emphasize on
detailed captions. The IndoFashion dataset [7] consists of a 106K
images with 15 different categories. However, lack of elaborate de-
scriptions makes its usage limited to classification tasks. Generative
Fashion for Indian Clothing [2] uses a dataset consisting of 12K
images extracted from e-commerce websites. The dataset used has
small length captions and is limited in size. We have extracted our
own dataset for a wide range of classes with images having long
and descriptive captions. The details have been included in Sec-
tion 4.1. Generative Fashion for Indian Clothing [2] use GANs for
generating images but they provide an image and a textual query
as an input. Vastr-GAN unlike the prior work [2] takes in just a
textual query as an input and provides an image as its output for
Indian Fashion Dataset.

3 MODEL OVERVIEW
Vastr-GAN consists of three main parts: text encoder, Generative
Adversarial Network, and object detection classifier. This section
discusses the reason behind choosing a particular model for the
three parts of our pipeline mentioned above.

3.1 Text Encoder
DF-GAN used in our implementation takes in a sentence vector
and a random noise vector as its input. The text encoder extracts se-
mantic vectors from captions and converts text to a sentence vector.
In DF-GAN, the authors have used the text encoder implemented
in Attn GAN [13]. It learns visually discriminative word features
using Bi-directional Long Short Term Memory (Bi-LSTM) network.
The attention mechanism in the text encoder computes the region
context vector by finding attention weights corresponding to each
word. Hence, we have used the text encoder of Attn GAN [13] for
our implementation.

3.2 Generative Adversarial Network (GAN)
The basic structure of a Generative Adversarial Network (GAN)
consists of a generator and a discriminator. For text-to-image syn-
thesis, the generator generates fake images corresponding to the
sentence vector. The discriminator distinguishes between real and
fake images.

We thoroughly analysed existing GAN architectures for our ap-
plication. The Stack GAN [14] framework consists of a 2-stage GAN
architecture which makes it challenging to optimise the losses for
both the stages simultaneously whereas the DF-GAN [10] uses a
1-stage GAN network. The salient features of DF-GAN is its Match-
ing Aware Gradient Penalty (MA-GP) which improves the image
quality, and deep fusion blocks which fuses text and image more
effectively. Thus, we have used DF-GAN for our implementation.

3.3 Object detection Classifier
The object detection classifier extracts image features and using
them, it recognises the class of the instance. For this purpose, we
are using yolov5 [4] . It is implemented with PyTorch and has
shown high values of mean average precision (mAP) and excellent
performance over custom datasets.
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Table 1: Our collected Indian fashion dataset has a large
number of categories containing different number of im-
ages in each class. This results in a biased dataset which in-
spires the idea of the ensemble approach.

Class Number of images Gender
Kurtis Women 849
Nehru-Jacket Men 1118
kurtis Men 1365
Jeans Both 2000
Pants Both 2000
Shorts Both 2000
Skirts Both 2000
Shirts Both 2000
T-shirts Both 2500
Total 15832

4 APPROACH
4.1 Dataset Collection
As described in Section 2, the unavailability of descriptive captions
in existing datasets introduced the need to create our own dataset.
We have obtained Traditional Indian clothes from the e-commerce
website Myntra [6] by web-scraping using the selenium library.
Along with the images, corresponding two to three lines of long
text descriptions were also scraped. We extracted a total of 3332
images from Myntra. For the casual fashion apparel, we extracted
12500 images from the Fashion-gen dataset [9]. Table 1 lists the
dataset distribution in classes and gender.

Figure 3: Image generated from short (1 line) texual infor-
mation is not able to capture finer details. This inspired us
to select the dataset with descriptive and long textual infor-
mation

A major challenge faced was that GANs would not be able to
capture the fine details in clothes in a short one line textual query.
Initial training showed poor results for such captions as shown in
Figure 3. Hence, we have chosen images with atleast 2-3 lines of
description.

4.2 Motivation for training the Text encoder
The pretrained text encoder, trained on CUB [12] and COCO [5]
dataset are not familiar with words frequently used in fashion -
both Indian and Western - such as kurta, nehru-jacket, pant and
jeans. If the sentence vector given as an input to the GAN is not
trained well on the words used in Indian Fashion, it will lead to low

Table 2: Division of our Dataset into 4 models for training
using visual diversity

Model Number Classs Name No. of images
Model 1 Shirt, Tshirt 4500
Model 2 Skirt, Shorts 4000
Model 3 Pant, Jeans 4000
Model 4 Kurtis, Kurtas, Nehru-jacket 3332

text-image semantic consistency. We trained a text encoder using
a bidirectional LSTM network on our custom dataset to solve this
problem.

4.3 Ensemble-Inspired Approach
As seen in Table 1, there is an imbalance in the number of images
per class, and there are significant differences in the features of
traditional Indian wear like kurtis, and Indian casual wear like
t-shirts. Further, the captions of the Indian casual wear dataset
have more lines in their text description. Considering these factors,
training the DF-GAN for all the classes simultaneously does not lead
to good results. We observed that the model got skewed towards
classes with highly descriptive captions and more images.

To tackle this problem, we derived the approach of ensemble
learning which could cover the diverse characteristics of each class
and finally give the result. For grouping the classes, we considered
the visual diversity between different classes. As shown in Figure 4,
we did the first branching based on the type of clothes, second
branching based on whether it involves the upper or the lower body.
Finally, we did the third branching according to the style. Thus,
the dataset has been divided into 4 classes as shown in Table 2.
Finally, we trained the resulting four models using DF-GAN. All

Figure 4:Hierarchical distribution of dataset for training dif-
ferent models based on visual diversity

four models receive the user given textual input. These models
generate four different images for the given input caption. Using
the YOLOv5 [4] model, we perform image classification on these
four synthesised images. The final output is the image which has a
maximum confidence score corresponding to the input class.

Ensemble approach as presented in Figure 2, makes the frame-
work more robust since it compares the output from multiple di-
verse and independent models, and returns the one which best
resembles the desired class. There is also increased extendability,
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Figure 5: Result images obtained on testing the Vastr-GAN models for various input text descriptions as shown below each
image

since for inclusion of more classes or expansion of the dataset,
another such DF-GAN model can be trained and included in the
ensemble. The reductions of classes per model reduces the training
time to a great extent and also decreases the chances of a skewed
output due to biases in the dataset. Since each model is trained
for a lesser number of classes, generation of sharper features for
those classes becomes more probable. Hence, using this approach,
we are able to leverage the diversity of generated images in each
individual model, without compromising the resemblance of the
image to the desired class.

5 EVALUATION
5.1 Experimental Settings
We trained the the descriptions of the images on the text Encoder
for 600 epochs with a batch size of 48. We divided our custom
dataset in the ratio 1:5 into test and train datasets and trained the
four DF-GAN models with the corresponding batch size and epoch
as mentioned in Table 3. The object detection classifier was trained
on our dataset with pretrained checkpoints in YOLOv5x model. We
performed the training for all our networks on Nvidia Tesla T4
GPU.

5.2 Metrics
The output images obtained can be analysed visually and by using
metrics such as Frechet Inception Distance (FID) and Inception
Score (IS). FID is used for measuring the quality of the generated
images by comparing the statistics of generated and real images.
This is done by extracting image features from an intermediate layer
of the Inception model. A lower FID means better image quality and
also diversity in the images generated [3]. FID Score has been used
as an evaluation metric in DF-GAN, Stack GAN and Attn-GAN.
Hence, we have used the same evaluation metric for measuring the
performance of our trained model. The GANs mentioned above are
not implemented on fashion datasets and therefore we have not
included their results for comparison.

Table 3: DF-GAN Training Data

Attribute Model 1 Model 2 Model 3 Model 4

Number of Epochs 215 210 160 450
Batch Size 24 24 24 24
Training Time 10 days 6 days 7 days 7days

Table 4: FID score of our 4 models

Model Number FID Score
Model 1 36.7
Model 2 41.4
Model 3 56.4
Model 4 89.0

5.3 Results and Analysis
Figure 5 shows the clothing images generated for various input
descriptions. The final FID score has been calculated as the average
of the FID scores for each model. The FID scores for the 4 DF-GAN
models have been shown in Table 4 . The value of the FID score of
our whole dataset is 55.9. It can be seen in Table 4 that Model 4 has
a higher FID score in comparison to the other models. This is due
to presence of complicated Indian traditional designs and lack of
descriptive captions on e-commerce websites for the images used
in this model. This results in lesser diversity and poor quality as
compared to other models.

6 LIMITATIONS AND CONCLUSION
Vastr-GAN does not generate images with proper text-image se-
mantic consistency if the image captions are not descriptive enough
as seen in Figure 3. This problem increases further in the genera-
tion of traditional Indian clothes using GANs since generally, they
are more detailed and have more elaborate patterns than casual
western clothes. However, the generated images have a high cor-
relation with their captions and are diverse for different captions.
This suggests that the model is capable of generating objects that
have variety in terms of features and appearance.
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